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Topics

= IMS Connect Architecture — continuously evolving
— Included in IMS Version 9 as part of System Services

— TCP/IP server foundation for
» Transaction access and commands
» Type-2 commands for IMS resources

— Enhanced Type-2 commands for IMS Connect resources (IMS 12)
» DB access (IMS 11)

— IMS Connect API (IMS Enterprise Suite)

= Along with Support for IMS-IMS Interaction
— Asynchronous Program Switching (IMS 12)
—MSC (IMS 12)
—1SC (IMS 13)

= And Support for Calling out to distributed environments
— Along with ICAL enhancements for control data (IMS 14)

* I[n a high availability environment
— VIPA, DVIPA, and Sysplex distribution
— Super member support
— TPIPE Parallelism (IMS 14)




A Continuously
Evolving Architecture




IMS Connect Architecture — Continuously Evolving

* Provides the IMS capability to integrate with TCP/IP environments

—Delivered as part of IMS — part of System services
» Supports TM/DB, DCCTL, and DBCTL environments

— Configured on a z/OS server

= Benefits and Value

— Supports TCP/IP sockets access to:
* |IMS transactions and commands
* |IMS databases

— Supports

—Provides a general purpose and structured interface
—Provides a strategic base for new connection technologies
— Supports migration for existing environments to TCP/IP




In the Beginning

= IMS Connect provided a way for TCP/IP access to transactions and
commands

Establish environment Operations Manager
and create socket S Socket()
T
Bind socket S to a local . SC'
Estgblish the address (Port) Blnd ()
Socket() | Smrenment and Alert TCP/IP of the
ability to accept .
| connection requests L'Sten()
c () Connect socket S to
onnect() [ IMS Host (Port) -
- Receive ms .
from TCP/lpg Receive the OTMA
Accept connection 5 message
and receive second Accept() /
Socket NS Prepare and | |
send msg to
IMS in OTMA
T ! Read _A{format XCF process
Wite() g::::i:tx;hange on L TCP/P :Ihsange on ea ()
Read() — - Receive msg

| - process data

from IMS

[ ,
Close() | Close Socket NS | erte()ﬂ- Send the OTMA

Prepare msg in |_|

Ii client format T output reply
Close Socket S and
terminate
Client Application IMS Connect IMS




IMS Connect — OTMA Message Protocol

«  With access to IMS using the OTMA interface

-
Connect
IMS Connect Write (LLLL LLZZ *IRMREQ®)............. - The message sent
client < (LLZZ Trancode data) | from the remote clignt to
(0422) v IMS Connect contains
........................ the IMS Connect header
Read() 7 T
L Close —" T
~ e T T, )
ILLLLZZ *IRMREQ* Trancode IMSdest LTERM MODflag Userid Password Newpswd Groupl
IMS Connect < The message sent HWSSMPLA1
from IMS Connect to - Receives the header
OTMA contains the - Interfaces with the OTMA Driver
OTMA prefix
~
r
""""" Yy
IMS Message Application
< Control State Data Security Data User Data Data

Information userid

LLZZ Trancode data

IMS OTMA




And a Defined Application Protocol

= IMS Connect application program interface

Establish environment
and create socket S Socket()
Establish the

Socket() i:‘eva"(z"s";i:;tagd g(\‘rl‘dressoscrsgﬁ)w a local -
I Alert TCP/IP of the Receive the OTMA
[evamn™™ | | |Smeiron | Usten) 7| messase
Connect() | IMS Host (Port)
- Receive msg
Accept connection from TCP/IP
and receive second Accept()
Socket NS Prepare and process
send msg to
IMS in OTMA
Data exchange on D Read format
b Write() — | sockets 2218 exchange on ead() .
Read() - process data ?ece:“AeSmSQ
rom
n 056 Socke Write ( ) Send the OTMA
S || S
B
terminate
* Input Messages >
LLLL = length of entire msg including all data segments and the EOM = Output messages | m |
— LLLL |LL|ZZ|*CSMOKY*
LL = length of the header data — CSMOKY (Complete Status Message)
hdr_id: « Sent by IMS Connect upon successful interaction with IMS
*IRMREQ*, *SAMPLE*, etc. z *
Connect /\ “Identifies IMS Connect user exit that is to ~ RMM (Request Mod Message) | LLLL |LL |ZZ REQMOD" | MFS mod name |
be driven . .
: - Header defines how message is to be « Returned as the first structure of an output message if the MFS mod name
Write (LLLL LLZZ header) handled was requested . .
(LLZZ trancode data) IMS Connect defines an application protocol: ’ LLLL | |-|-| ZZ|*REQSTS" | Return code | Reason code |
(L22 data) Formatted header which includes information - RSM (RequeSt Status Message)
(0422) e ——— Sent by IMS Connect upon rejection of an inbound request
Read( ) \n&v - Trancode and first segment *Return and reason codes are documented in the IMS Connect manuals
. - 2nd - nth segments of a multi-segment msg ‘
Determine wha 0 next L LLLL |LL | ZZ| data ...
- End of Message (EOM —
ACK, Close ... ge (EOM) Outbound application reply message

— COR (Synchronous Callout Correlator Token) ’LLLL |LL\zz *CORTKN*
* Provides the necessary token for IMS to tie the request and reply together

Note: hdr_id + header are often generically referred to as the IRM (IMS request message)




Simplification of the API

interface

Establish environment
and create socket S Socket()
Establish the Bind socket S to a local X
Socket() environment and address (Port) Bind()
/ create socket S Alert TCP/IP of the / zee(;eslglgeethe OTMA
ability to accept .
connection requests Listen()
Connect socket S to
Cli Connect() | IMS Host (Port) ‘ - Rocove msg
Applig Client Accept connection rom TCP/IP
Application IMS and receive second Accept() process
Socket NS Prepare and
Connect send msg to
API IMS in OTMA
ormat
Data exchange on Qead()
Socket NS .
\ - process data Rece:\'(/lesmsg
. Data exchange on rom
Ronl) | socets prite - Send the OTMA
Read() Prepare msg in output reply
Connection client format  [~—_
And Close Socket S and
X Close Socket S and terminate
TMinteraction Close() terminate
property
files

v'Opens connections to IMS connect on behalf of the client application
v'Provides client applications with programmatic control of connections
v'Assembles messages to send to IMS Connect, including the (IRM) header
v'Manages the IMS Connect message protocol by sending and receiving the
appropriate messages for interactions with IMS Connect

Com.ibm.ims.connect package
(IMS Connect API)

= IMS Enterprise Suite IMS Connect API for Java (initially introduced for support with IMS 10/11)
— Streamlined interface for interacting with IMS Connect (com.ibm.ims.connect package)
+ Simplifies Java client applications with easy methods for managing socket connections and the IMS Connect interaction
protocols
o Addresses the complexities of RYO programs
o Hides the intricacies of both sockets programming and the application protocol

— Supports
— Single and multi-segment message
— Commands (both type-1 and type-2)
— Synchronous callout




With Enhanced Command Support

= Support for Type-2 commands for IMS resources and for IMS
Connect resources

SPOC
———\ e\
N | i 1 |

WTOR or z/OS Modify
Commands for IMS Connect

Type-2 Commands

Type-2 Commands For IMS resources

For IMS Connect
\ Resources (IMS 12)

|

IM nn .
Type-2 Commands 2 Lenies | l

For IMS resources =
1BM (IMS 9) -\ gpe-r:a‘rions

Management > IMSPLEX | SCT - M ”VIS
Console gl
TCP/IP
/- 2\

9




And Modification using Exit Routines

* Mechanism to modify IMS Connect behavior

—HWSUINIT — Initialization/Termination
» Has access to a user-defined table
—Message Exits — affect each message

» Depending on the environment: HWSSMPL0/1, HWSSOAP1, HWSJAVADO,
HWSDPWR1
—HWSCSLOO0/O1 — For support of clients entering type-2 commands
» Used by IBM Management Console for IMS and DB2
—HWSTECLDO — for event recording (performance and data analysis)
» Used by IMS Connect Extensions
—HWSPCHO — Password change
—IMSLSECX — Security
—ODBM support
« HWSAUTHO — DB security exit
« HWSROUTO — DB routing exit
—HWSEXPIO - Port Message Edit Exit
 Allows modification of Input messages before IMS Connect processing and output
messages before being sent to the TCP/IP client

— Addresses the need when a remote program cannot conform to the IMS Connect
standard header requirements but needs the functionality of IMS Connect

v




Exit Routines ...

Message exits address different client ||\/|S COﬂ nect
needs )
c Operations
: : Manager (OM)
SOCKET : Message ' BCT T
calls : Exits : . :ﬁ
IBM Management Console | < — : /
= | HWSCSLOD ||\/|S
JEE IMS T™M <
server || Resource Adapter V b : i
LLLL *HWSJAV* : Lrwssavag \
; XCF| |
IMS SOAP Gateway > — ; XCF ( ) i OTMA
> | HWSSOAP1 /
| TCP/IP Clients
L SAMPLE “ i HwsSMPLO/A
LLLL"SAMPLT__] ]/ >
DataPower ¢ > | HwspPwRt
Appliance

1
E Each exit places its identifier (ascii/ebcdic '
1 versions) in an IMS Connect table !
| E.g. I
' *HWSJAV* :
1 *IRMREQ* *IRMRE1* ... '
\ *SAMPLO* *SAMPLE1” ... !
1

! |




As well as Database Support

= DRDA (Distributed Relational Database Architecture)
implementation via TCP/IP, IMS Connect and ODBM

* Open Data Base Manager (ODBM) — a CSL address space (Common Service
Layer)
— Works with IMS Connect to provide distributed access to IMS databases
= IMS Connect

* Accesses ODBM via SCI (Structured Call Interface which is implemented by another
CSL address space also called the SCI)

* Can be used in a DBCTL environment

/\
o ~ - p\
/THE IMS DRDA Server IMS
IMS IMS sl
Open DB TCPI/I Connect DL/I c3lls IMS
Universal — — scl . Catalog
Type-4 DDM DRDA ppm | ODBM or
Drivers PORT BA
\ )
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IMS Connect — Provides Integration to Transactions and
Commands

More detail on the integration
capabilities in session:

i K IMS provides client-side components The Ever-evolving Impacts of Cloud
and Mobility on Enterprise Growth

>
RYO - sockets C
T\
> Other vendor -
DElElPETET solutions
—p[ tegration |- ------- |
Bus |: : ' IMS
! ]
I _p Process : E Connect | Transaction L
Server i ; ! manager
: I IMSTM ! R 9
Client IR | Rosource! N\, XCP1 S
Application| g}  Appication | . 1 < > Exit [ = || IMsDB
Server (WAS) | ! Adapter | : > | IMS APP
| ' ¢ 1
1
: I 4— : e
—> . + :
Other JEE... | *: o
Lo ! SCl )  Manager
IMS SOAP ]
| EE— > Gateway !
ES IMS Connect IBM
—> API clients Management
Console
z/0S
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IMS Connect —-Integration to Databases

Client
Application

WebSphere
Application
Server

Watson

DataPower

QMF

—EOG NOS

.Net - DRDA |

IMS
Universal
DB
Resource
Adapter

JDBC Driver

IMS Universal

IMS Universal

JDBC or DL/I Driver
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Along with Support for IMS-
IMS Interaction
(enhancing traditional protocols)




IMS Connect — Also enhances traditional protocols

= Asynchronous IMS - IMS TCP/IP Support (IMS 12)

— TCP/IP connections between the local and remote IMS systems
» Managed by IMS Connect to IMS Connect communications

— Without having to write client code or invoke additional gateways
- OTMA
+ Sends OTMA remote ALTPCB messages to IMS Connect using new destination information (OTMA destination descriptors
or DFSYDRUO exit Routine)
— IMS Connect
* Receives OTMA ALTPCB messages from a local IMS and sends them to the remote IMS Connect for processing in the
remote IMS

— Enhanced IMS Connect configuration specifications

IMSH1
App TMEMBER/ Local IMS Connect IMS2
TPIPE Remote IMS Connect
CHNG DESCH Tran Auth

v

ISRT =
\
ALTPCB | L IDESC1 @ —— @ Msg Q
WAIT_R

For Ack/Nak
LLZZ | TRANABC| DATA

OTMAHDR | LLZZ | TRANABC | DATA

IOPCB output is placed on the hold queue
Either retrieved using a Resume TPIPE request or
purged via command

D DESC1 TYPE=IMSCON TMEMBER=ICON1 RMTIMSCON=ICON2 RMTIMS=IMS2
D DESC1 USERID=USERO1

ALTPCB destination is resolved using an OTMA Destination Descriptor or the DFSYDRUO exit
IMS Connect configurations defines the connection to the remote Partner




IMS Connect — Also enhances traditional protocols ...

= Support for MSC communications (IMS — IMS) across a TCP/IP link (IMS12)
— Physical link MSPLINK TYPE=TCPIP

» Provides a mechanism to complement or backup existing SNA/VTAM links
— Take advantage of potentially higher bandwidths

» Supports operational compatibility with other link types (CTC, MTM, VTAM)
» Leverages IMS Connect and the Common Service Layer

— IMS Connect sends/receives messages via the TCP/IP network
— IMS MSC manages the message processing

— CSL provides the Structured Call Interface (SCI) for communications between IMS
components including IMS Connect

PLEX1 PLEXD
Lols IMS Connect — ICON1 IMS Connect — ICON2 IMS2
MSC
MSC
IMS3 - SCI - MSC TCP/IP [~ TCP/IP—-| TCP/P MSC - SCl -
MSC Driver Driver Driver Driver




IMS Connect — Also enhances traditional protocols ...

= Support for ISC communications (IMS — CICS) across a TCP/IP link (IMS13)
— Leverages existing static/dynamic terminal definitions
* New keyword: ISCTCPIP in DFSDCxxx

— Specifies that an ISC-defined terminal is to use the TCP/IP support
» The Common Service Layer (CSL) provides the Structured Call Interface (SCI) for
communications between IMS and IMS Connect

— Minimum CICS 5.1 - leverages existing IPIC connectivity capability

IMS (APPLID=APPLS8) CICS (APPLID=CICSA1)
IMSPLEX =IMSplexname... IMS Connect (ICONT) hostb.com
DFSDPxxx HWSCFGixx TCPIPSERVICE(TS1)
Static: hosta.com PORT(8891)
ISCTCPIP=(node,Icliconname) TCPIP... FROTOEOLIFD)
TYPE UNITYPE=LUTYPE6 CICSPORT(9991) Parallel IPCONN(SSN1)
TERMINAL Session 1 APPLID(SSN1)
NAME= CICSA1 RMTCICS(CICS1) <«——» | HOST(hosta.com)
VTAMPOOL HOST (hostb.com) PORT(9991 )
SUBPOOL NAME=SSN1 PORT(8891) TCPIPSERVICE(TS1)
SUBPOOL NAME=SSN2 SCI USERID(userid) AUTOCONN (v)
OR APPL(applname)
Dynamic/ETO 4— > | |PCONN(SSN2)
y - ISC() Parallel APPLID(SSNZ2)
Logon descriptor: IMSPLEX= . HOST (hosta.com)
(MEMBER=/cliconname, Session 2 PORT(2091)
L descname UNITYPE=ISCTCPIP TMEMBER=IMSplexname) TCPIPSERVICE(TS1)
LCLICON=Icliconname AUTOCONN (Y)




With Support for Calling out to
distributed environments




IMS Application Callout

z/OS

IMS Initiating Client

WebSphere Application Server 0
Web EJB/ MDB IMS IMS T =
Service T™ RA M IMS App 1
< Connect A 7| IsrRT ALTPCB

IMS ES Request

SOAP
Cateway | | o m ] P ) E R —— IMS App 2
Response
OTMA
Descriptor
DL/l ISRT ALTPCB -> Asynchronous
DL/I ICAL or JMS -> Synchronous 2/0S
__ IMS
WebSphere Application Serlvl\:rS e | Initiating Client |
er y g
Service TM RA IMS “— M K IMS App
- 1—5, Connect A | JMS
SOAP ICAL
Gateway
Descriptor




IMS Synchronous Callout

= DL/ ICAL

— Allows IMS transactions to access a service outside IMS and wait for a reply
within the same unit of work
» Positions IMS as both a client and a server - integrates IMS with other server and

applications

» Removes application managed message correlation

« Removes 32K message seament restriction 2/0S
WebSphere IMS MPP/JMP/IFP/BMP/JBP \
IMS TM resource adapter o TM/CTL Application

E Services Program DB
IMS SOAP GATEWAY |« » IMS > ICAL Sertioes
Connect -

= : I
TCP/IP OTMA OTMA
user-written Client \ Descriptor Descriptor @ /

>>---|CAL---aib---request_area---response_area-----><
. aib: specifies the application interface block (AIB) that is used for the call.
. request_area: specifies the request area to use for this call.

— Contains request message data that is sent from the IMS application program to the
application that is specified in the OTMA destination descriptor

. response_area: specifies the response area to use for this call.




Synchronous Callout Enhancement

» IMS 14 introduces an ICAL enhancement to support an optional
control data area

— Well-formed for content and context: LLLL<TAGn> data </TAGn>
» Any type of control data can be specified and passed to IMS Connect and its
external applications

— Consisting of 1 to many control data items
« Any number of “services” or “operations” can be specified on the same call

» Benefits
—Provides a simple method to pass metadata, XML converter override, security

credentials, endpoint information, etc., with the callout message
* Increases the flexibility of callout applications
« Allows more efficient usage of OTMA destination descriptors with overrides

— Fewer descriptors saves ECSA




Synchronous Callout Enhancement

= |CAL - Control data

>>---|CAL---aib---request_area---response_area-----><

. aib: specifies the application interface block (AIB) that is used for the call.
. request_area: specifies the request area to use for this call.

— Contains request message data that is sent from the IMS application program to the application that is
specified in the OTMA destination descriptor

. response_area: specifies the response area to use for this call.

>>--ICAL--aib---request_area---response_area---control area><

+  The parameter aib specifies the application interface block (AIB) that is used for the call
— AIBOPLEN - length of the total control area

. The request_area specifies the request area to use for this call.
. The response_area specifies the response area to use for this call.
. The control_area specifies the optional control data to use for this call

The control data can consist of 1 to many control data items:

The format of control data item(s) in the ICAL control data are as follows:

LLLL | <tag1> | data | </tag1> {LLLL | <tagn> | data | </tagn>...}
The tag name and data contents will be treated as binary and passed "as is" to the target client




Synchronous Callout Enhancement ...

= EXAMPLE 1:

ICAL Control data contains “data about the data”

 Provides information to the hops for special processing

_ . Callout
Destination IS Request
e
ﬁo Synchronous Callout \ Sync
client - Callout
Response
Resume TPIPE (Indicate \ 3¢
support for control data :
(IRM_F5_CTLDATA (x'20’) ) \

! LLLL LLzzCOR :

: LLLL*CTLDAT*LLLL<tag1>..</tag1> ;
Tovthialeonciinus R . HOP #1
send lllllll :‘:

IMS Connect

= IMS Connect

£ P8, prepares message

.| which includes the
RIS, e sl dets
<= Send Flow
s
Receive Flow

Source

IMS Agnlication.1._._._. &

ICAL' +control data 1
! <tagl>...</tagl !
'S !
e et it e 1

Tell me Jack’s

W




Synchronous Callout Enhancement ...

= EXAMPLE 2
» Specialized IMS-defined control data items start with DFS in the Tag DFSCNVTR

— Identifies that an XML converter name follows in the associated control data field

— The converter name and the tags should be in uppercase EBCDIC
» For IMS Soap Gateway messages

— Minimizes the number of destination descriptors that have to be specified
» Previously, one was needed for each unique converter name

& IMS
Callout Request
OTMA Source
: ; HOP #2 <
Destination o = AT
( IMS Enterprise ) 2 pbb
More HOPs Suite SOAP i " Response
Web Service Gateway i
Provider @ O @ SOAP gateway could i Tell me Jack’s credit score
(E.g. Microsoft et Sonanate, prrnnate, use Control data to :
(4 ’ . "
authenticate the E
Qallout message J H OP #1
i
IMS Connect
i 7o IMS Connect could
Wl Py use control data to
.................. E “‘:’ perform the needed @ Send Flow
w XML data conversion =
k ) SR Receive Flow




And support for
a High Availability Environment

(workload balancing, sysplex distribution,
failover, eftc...)




Architecting for Availability

» The use of mechanisms such as IP spraying, workload balancing
and sysplex distribution

— Allow a connection request to be routed to any of the available IMS Connect
instances
« Different versions of IMS Connect and IMS can coexist

— Mixed versions of IMS Connect and IMS are limited to the functionality of the
lower release level

TCP/IP IMS Connect 1 (V12) IMS A (V12)
\' \A/ /  LPARf

TCP/IP <\ IMS Connect 2 (V13) \25; IMS B (V13)
LPAR2

//

/I VAR VA
\ TCP/IP IMS Connect 3 (V14) IMS C (V14)

I ] LPARS

HOSTNAME Port number




Port Sharing

A method to distribute workload for IP applications within a z/OS
LPAR

—Multiple instances of an application can listen on the same PORT number
 Allows the workload to be distributed among the server applications listening on the
same port
« Simplifies the request for the remote client that does not know there might be multiple
server application instances that can accept the message

— Can be implemented using round-robin distribution or with the workload
manager

IMS Connect Ports - Provide the mechanism to access different IMS

resources

—Examples:
» PORTID - defines the PORT numbers for access to IMS TM applications and commands
» PORT - defines the PORT numbers, distinct from those defined in PORTID

— Also for access to IMS TM applications and commands but allow an IMS Connect
override of the TCP/IP Keepalive specification
« SSLPORT — defines the Secure Socket Layer port (use AT/TLS instead)
« DRDAPORT - used specifically for access to IMS DB.




In a Sysplex Distributor Environment

e Sysplex Distributor
SySpleX distributor . R¥) Filn TCP/IP stack Target TCP/IP stackA IMS ConnectA
- keeps track of connections - outing " - Port 5000
o * [DVIPA PRIMARY DVIPA "HIDDEN
- keeps track of target stacks and applications .- 10.1.9.9 P(Ft07r0T0'\g apps)
i 10.1.9.9 Y or
invokes WLM . > (For DB - DRDA)
1
Connect to b T Target TCP/IP stackB IMS ConnectB
portsoooa - | DVIPA "HIDDEN" Port 5000
£10.1.99 | | (For TM apps)
10.1.9.9 Port 7000
remote host — 7 '—|j . (For DB - DRDA
Invoking IMS TM Sysplex Distributor
Backup TCP/IP stack Target TCP/IP stackC IMS ConnectC
Port 5000
Connect to DVIPA BACKUP DVIPA "HIDDEN" (rer 11 )
_port 7000 ?t 10.1.9.9 10.1.9.9 Port 7000
i1 (For DB - DRDA)
Sysplex
remote host — ysp
Universal driver — to DB

(O VIPA (Static Virtual IP Addressing)

D Dynamic VIPA
Eliminates an application's dependence on a particular network interface (IP address) Support for other TCP/IP stacks to be backup VIPA address
- Non-disruptive rerouting of traffic in the event of failure - Allows an active stack to assume the load of a failing stack
- A defined VIPA does not relate to any physical network attachment >Stacks share information using z/OS XCF messaging
> There could be multiple network interfaces on a single TCP/IP stack
(e.g., 10.1.9.7 and 10.1.9.8 are the physical interfaces in front of virtual 10. 1.9.9




IMS Connect Workload Balancing and Failover

* Once a message destination is resolved to a particular z/OS host and

IMS Connect system
— IMS Connect can access multiple IMS Systems (datastores)
— Message exits can reroute a message to a different target IMS
» The Datastore table provides information as to which systems are active

Example 1: S
Datastore List :\I>|AS Conngc_’f[s e
— essage exi '
- IMSA - inactive — - IMSB
— / IMSB - active can take action to reroute
F——% _ message to an active IMS on IMSC
nd Data Sharing
or
Example 2: on i ~ ~
IMSA - active action is fo MSA | | B e s
[ ] . IMSB - aCtllve ‘ ' requests across IMSB or MSC
=== input msg for a IMSC - active the active IMS's
generic name IMS optional table to IMSA -5, IMSB - 8, IMSC - 2 IMSC
keep track of usage
Example 3: translate IMS1 to IMSA
IMSC
[ | IMSA - active
o > _ _ IMSB
= IMSB - active |—— :m:;_:mgé’mse’ \
input msg for IMS1 IMSC - active IMSC




Routing - Transactions

» Two tables available to IMS Connect Message exits
— INIT TABLE
» Points to the datastore table
» Allows user data to be stored
— DATASTORE TABLE (datastore = an IMS system)
» Contains datastore id's, status (active or inactive) and optional user data

= User Initialization Exit Routine (HWSUINIT)
— USAGE
 Driven during initialization and termination
» Load user table(s) and obtain any needed storage
» Add user data to INIT and DATASTORE tables
* e.g., define alternate IMS systems

= IMS Connect provides the interface
— IMS Connect message exits that are provided do not take advantage of the capability but
can be enhanced to do so
— Plug-ins such as IMS Connect Extensions (CEX) provide routing support




Routing - Databases

» IMS Connect has an internal table
—Keeps track of ODBMS and the IMS datastores and aliases

= IMS Connect DB Routing EXxit routine (HWSROUTO)

— Can determine or change the destination of a database access request
» Select an ODBM by its name
» Allow IMS Connect to select an ODBM instance

— By alias name
» |f only one ODBM has specified the alias, the request is routed to that ODBM

» |f the alias is associated with multiple ODBMs then IMS Connect uses a
round-robin technique to route the request across those resources.

— If the alias is blanks then IMS Connect round-robins the request across all the
ODBM resources in the IMSplex.
» Override the alias provided in the incoming request




Note

= Although the Sysplex Distributor is an efficient mechanism for
workload balancing

— Balancing only occurs when a new connection is being established
— If an IMS Connect region fails

» New connection requests are automatically routed to the remaining active IMS
Connect regions and workload balancing occurs among the active regions

— When the failed IMS Connect is restarted

» Connections that are already active with other IMS Connect regions are NOT re-
balanced

— Only NEW connections are routed to the restarted region
— Implication:
» Because many of the connections with IMS Connect are persistent

— The environment after an IMS Connect has failed and been restarted, might be
unbalanced until enough new connections have been requested.




And also in support of Sysplex

= Super member Support (OPTIONAL)

— Allows retrieval (Resume TPIPE requests) of any queued asynchronous

messages regardless of the connection path
* Includes undelivered IOPCB messages along with all unsolicited ALTPCB messages

— A group name given to a set of IMS Connect instances
— Any IMS Connect can retrieve the message

— Generic structure name in IMS on which the messages are queued

— IMS Connect systems are recognized by IMS by both their specific name and
supermember name

— For Shared Queues, no affinity to an IMS system
» Any IMS can deliver the message




And also in support of Sysplex ...

Sysplex

IMS Connect A

-ICONNA | IMS1
Resume TPIPE for clientx TCP/IP / .SMo01
through IMS Connect for a (supermember)
message in IMS Load balancing MSGx for
or distribution Clientx and
mechanisms IMS Connect B SMo1
can pick either - ICONNB
IMS Connect (A -SMo1
orB) k (supermember)
Clientx

Regardless of which IMS Connect is used, the SM01 name is passed to IMS

> IMS1
Resume TPIPE for clientx IMS Connect A '
through IMS Connect for a TCP/IP - ICONNA /Shared msg
message in IMS Load balancing / - SMo1 eu
or distribution
mechanisms (supermember) MSGx for
can %Ck either " clientx and
onnect
or B) ( IMS Connect B SMo1
-ICONNB
- SMO1
(supermember) >
IMS2
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And also in support of Sysplex ...

» Transaction access through sysplex distribution and supermember support :

IMS Connect
Port 5000 XCF :
Check Datastore table IMSA TRANA H
Connect to PRIMARY |1 | and route message to
port 5000 TS 10.1.9.9 IMSA or IMSB \ / 3
3 : 5 Shared Queues .
?l\tll130(t)r:nz =routing and workload . g —t And =
Phalancing mechanism: Pl £ Failover mechansm T Data Sharing N
remote host S : - Dynamic VIPA i” Supermember 3
: "teay Gt SYSRIO DISIURUIQN s au e u s ‘< support e :
Transaction resources \ — T\ 3
- Support for unsolicited messages with the : TCP/IP IMS Connect [ 3
supermember capability : Port 5000 :
- Exit interfaces to route/reroute messages : Check Datastore table XCF IMSB | TRANA :
>Across LPAR boundaries 10.0.2.2 and route message to :
: IMSA or IMSB 3
* And database access: e e e e e e e e e -
I 1
I I
I T IMS v L IMST !
1 (o] Connect A TM/DB

Type 4 I DBMB1 o [ |7 |- I
Universal Drivers: I P DRDAport |—p © S | ] T -
1 7000 o !
ACCESS DB : routing and workload : P sci L IMS2 :

Using generic . i ism: ] TM/DB .
S gannect : balancing mechanism: : LPARA o 1
*einsmssmmsmsssssnnnnnnnnns® Data Sharing % 1
Hostname 7 Environment 3 :
and Port ¥ - - > i1
IMS / ODBMB2 - IMS3 .‘ :
1 Connect B {__SCI ) DBCTL w 1
Database resources I T DRDApot [ (= 1
- Provides round-robin routing : e 7000 i
- Supports aliasing : | LPARB IMS4 :
- Exit interfaces to impact routing decisions I P DBCTL :
o —— . .
O ccvcriogt SRS




TPIPE Parallelism

= New in IMS14: ability for multiple Resume TPIPE client requests to be
concurrently active on a single TPIPE
— Alleviates potential throughput bottlenecks for callout

= Potential problems in pre-IMS14 systems:

* Restriction: For each TPIPE, only a single active
Resume TPIPE can be active
o One message at a time in FIFO order for the
same tpipe
o If one is blocked the others cannot be delivered

IMS IMS Callout App\

Msg #1 via pipe X

External Appl. Communication Pipe X IMS Callout Appl.

Instance A
Receive msg from
pipe X

Msg #2 via pipe X

IMS Callout Appl.
Msg #3 via pipe X

Ork __——| IMs Callout Appl.

M Tofn i
T IMS Callout Appl
Msg #5 via pipe X

Even if another Resume TPIPE is
issues again the tpipe name, this
second request will be queued and
have to wait for the active RT to
terminate
- provides for failover but not
throughput or workload balancing

Msg #1, Msg #2, Msg #3,
Msg #4, Msg #5, Msg #6
IMS Callout Appl.

KFIFO Msg #6 via pipe X/

External Appl.
Instance B

A

Receive msg from pipe X




TPIPE Parallelism ...

= MULTIRTP=Y: Enables multiple active Resume TPIPE requests to pull

messages from a single TPIPE
— Creates additional control blocks up to the LIMITRTP value to support concurrency and

to minimize queuing

External Appl. Client 1 N\

Resume TPIPE Msg #1 IMS IMS Callout Appl.

ALTCID=ICONTP1 Msg #1 via ICONTP1

External Appl. Client 2

Fesuie TPTEE TPIPE=ICONTP1 / IMS Callout Appl.
Msg #2 .-....ll-d__

External Appl. Client 1 / ‘\ L')IAS;:”?UIJCCQE_?L'l
Resume TPIPE SRSV /

ALTCID=ICONTP1 Msg #3
» Benefit
— Supports multiple callout applications to the same TPIPE for best performance and
parallelism

» NO need to implement circumventions or re-design applications
— Resume TPIPE protocol for client requestors remains unchanged

» NO new architecture or option required on Resume TPIPE

» Still must wait for ACK from each message sent
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An Enhanced Environment

= Enhances sysplex environment — parallelism with the same TPIPE name

SG1 and SG2

can actively process
Multiple resume
TPIPE requests in
parallel

WSH
http://WS1....

WS1B
http://WS1B

IMS ES SOAP Gateway
(SG1)

Connection Bundle
TPIPE=TP1
Datastore =
HOST =IP a

Connection Buyfidie CBB\
TPIPE==
Datastore={MSB
HOST = IPfaddress LPARB

Web S¢rvice WS1
WS1.WSDL
WS} Xl

Web Sefvice WS1B
WS1B.WSDL
WSTB. XML

IMS ES SCAP Gateway
(8G2)

Connection Byndie CBA :
TPIPE=TP1 /
Datastore = IMGA

HOST = IP addrgs... LPARA
Connection Bundle\CBE

TPIPE=TP1 —

Datastore = IMSB

HOST = IP address...LRARB

Web Service WS1
WS1.WSDL
WS1.XML

Web Service WS1B
WS1B.WSDL
WS1B.XML

Descriptor DFSOTMA

\ MULTIRTP=YES

MR Connect

MEM=\JCONNA

Descriptor DESCX
TPIPE=TP1
TMEM=ICONNA
SMEM=ICNX
ADAPTER-HWSXMLAOQ
CONVERTER=CONVA

LPARA

IMS App - TRANX
ICAL
DESCX

IMSA

Shared Queues

[
IFor TP1
IAnd ICNX

IMS App - TRANX
ICAL
DESCX

IMSB

Descriptor DESCX
TPIPE=TP1

Descriptor DFSOTMA

MULTIRTP=YES

TMEM=ICONNB
SMEM=ICNX

— ADAPTER-HWSXMLAO

CONVERTER=CONVA

LPARB




So... In Review

IMS Connect is more than a TCP/IP Gateway

It is the interface for evolving integration capabilities

And... is the springboard to new connection technologies




